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Abstract
Introduction
Predicting dual primary tumors in patients diagnosed with first-episode breast cancer (BC) is crucial. This can assist physicians’ evaluation of treatment decisions. We applied eight machine learning algorithms to the BC data from the Surveillance, Epidemiology, and End Results program (SEER) database and evaluated the best model for predicting dual primary BC to help physicians assess patient prognoses.

Material and methods
Machine learning models were established based on the retrospective study of 253,991 patients diagnosed with first-episode BC in the SEER database from 2010 to 2015. External validation was conducted on 6012 cases obtained through undersampling from the SEER database from 2004 to 2009. The decision tree (DT) and random forest (RF) models were employed using ten-fold cross-validation and grid search.

Results
Surgical information, lymph-node status, distant metastasis, tumor size, survival time, and histological type had significant influence as inputs. Compared with those of the other seven models (multinomial naïve bayes, logistic regression, k-nearest neighbor, one-dimensional convolutional neural network, recurrent neural network, long short-term memory, and DT), the accuracy of the RF model increased from 63.25 to 97.19%, whereas its precision, recall, F1 score, and area under the curve (AUC) increased from 62.92 to 95.01%, 64.36 to 99.48%, 63.63 to 97.19%, and 63.25 to 97.10%, respectively. RF was the only model where the AUC increased (0.24%) under external verification, which shows its excellent portability and generalization in the validation cohort.

Conclusions
The RF model can be used to predict dual primary BC and assist physicians with the diagnosis and treatment of first-episode BC patients.
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Abstract

Introduction: Predicting dual primary tumors in patients diagnosed with first-episode breast cancer (BC) is crucial. This can assist physicians’ evaluation of treatment decisions. We applied eight machine learning algorithms to the BC data from the Surveillance, Epidemiology, and End Results program (SEER) database and evaluated the best model for predicting dual primary BC to help physicians assess patient prognoses.

Material and methods: Machine learning models were established based on the retrospective study of 253,991 patients diagnosed with first-episode BC in the SEER database from 2010 to 2015. External validation was conducted on 6012 cases obtained through undersampling from the SEER database from 2004 to 2009. The decision tree (DT) and random forest (RF) models were employed using ten-fold cross-validation and grid search.

Results: Surgical information, lymph-node status, distant metastasis, tumor size, survival time, and histological type had significant influence as inputs. Compared with those of the other seven models (multinomial naïve bayes, logistic regression, k-nearest neighbor, one-dimensional convolutional neural network, recurrent neural network, long short-term memory, and DT), the accuracy of the RF model increased from 63.25 to 97.19%, whereas its precision, recall, F1 score, and area under the curve (AUC) increased from 62.92 to 95.01%, 64.36 to 99.48%, 63.63 to 97.19%, and 63.25 to 97.10%, respectively. RF was the only model where the AUC increased (0.24%) under external verification, which shows its excellent portability and generalization in the validation cohort.

Conclusions: The RF model can be used to predict dual primary BC and assist physicians with the diagnosis and treatment of first-episode BC patients.
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1. Introduction

Breast cancer (BC; see Supplementary Table S1 for the list of abbreviations) has high morbidity and mortality and poses a serious threat to patients [1]. With advancements in medical research, the mortality rate among cancer patients has decreased. However, during follow-ups, it has been observed that surviving cancer patients have developed new primary malignant tumors in the same or different organs [2][3]. Dual primary cancers involving BC are clinically common. In 2019, the National Cancer Institute (NCI) in the United States reported that the incidence of second primary malignancy in first-episode BC patients was as high as 15%, in relation to the standardized population, based on the data of 38,897 BC survivors (standardized incidence: 1.15, 95% confidence interval: 1.14–1.16) [4]. After the first treatment of BC patients, the risk of dual primary tumors is the main problem observed in the prognosis. In patients with first-episode BC, the average occurrence of dual primary cancer is 6.9 years after diagnosis. Secondary primary cancer is likely to occur in the thyroid (41.7%), contralateral breast (27.7%), stomach (14.8%), endometrium (9.3%), and cervix (6.5%) [2][3]. However, the possibility of recovery after the occurrence of dual primary disease is extremely low, and the 10-year disease-free survival rate is reduced from 80.9% to 48.3% [2][3]. Therefore, predicting dual primary tumors in patients diagnosed with BC is crucial. For patients with dual primary risk, physicians should ensure appropriate treatment and conduct regular reviews.

Bo et al. used immunohistochemistry and epidermal growth-factor receptor mutations to analyze the genomic change profile of patients, and comprehensively verified the pathological evaluation of and clinical differences between lung and breast dual primary lesions; this was intended to assist physicians in distinguishing between primary and metastatic lesions [5]. Mruthyunjayappa et al. comprehensively analyzed the incidence of metachronous bilateral BC and simultaneous bilateral BC, and assessed the clinicopathologic characteristics and prognostic outcomes in relation to unilateral BC [6]. Clinicopathological studies have reported that, apart from bilateral breast malignancies, there exist combinations such as breast with uterine endometrial carcinoma, cervical carcinoma, and even papillary thyroid carcinoma [7]. Through tumor imaging and pathological studies, Kitada et al. observed that isolated pulmonary nodules appeared in patients with first-episode BC after right breast radical mastectomy, and that the pathological detection results of the frozen section indicated second primary lung cancer [8]. Early research on dual primary BC was mainly focused on the summary of clinicopathological practice and genome detection. The small amount of data in clinicopathological characteristic studies is usually targeted at case studies of 1–300 participants. Moreover, manual data processing is time consuming and susceptible to subjective bias. However, the application of machine learning algorithms to the double primary prediction of BC can simulate the human learning mode to efficiently and accurately detect the internal relationships among problems and propose solutions. Therefore, the application of machine learning algorithms to predict dual primary BC can lead to effective
and timely prognoses.

Criscitiello et al. used multivariate logistic regression (LR) to determine the factors associated with breast-conserving surgery and concluded that the tumor characteristics before neoadjuvant therapy play a major role in deciding the type of surgery, which can be used as a reference for clinical decisions [9]. Beckmann et al. used descriptive analyses to compare the demographic, tumor, and treatment characteristics of unilateral (n = 2336) and bilateral (52 synchronous and 35 metachronous) cases. Disease-specific outcomes were investigated using Cox regression modeling to adjust for prognostic and treatment factors [10]. Wu evaluated the k-nearest neighbor (KNN), naïve Bayes (BN), and decision tree (DT) models using features selected at different threshold levels to train the models for distinguishing triple-negative BC [11]. The use of machine learning regression models to predict the prognosis of BC is a common clinical analysis method; however, most regression models cannot process nonlinear, highly correlated data [12]. Moreover, in clinical medical data, the attribute variables are usually complicated and depend on each other. For instance, the primary tumor size (derived AJCC T, 7th Ed); regional lymph-node involvement (derived AJCC N, 7th Ed); and presence or absence of distant metastasis (derived AJCC M, 7th Ed) all influence each other in determining the tumor stage [13]. However, the random forest (RF), DT, one-dimensional convolutional neural network (1D-CNN), recurrent neural network (RNN), and long short-term memory (LSTM) algorithms can effectively process collinear variables and indirectly improve the accuracy and recall of the model [14]. Therefore, such algorithms are suitable for cancer prediction research owing to the mutual influence of the variables and have therefore received significant research attention. In this study, the RF, DT, 1D-CNN, RNN, and LSTM algorithms were used for modeling and analysis, and the regression modeling (MultinomialNB, LR, KNN) results were compared to identify the factors that most significantly influence dual primary BC, thus providing a theoretical basis for clinical diagnosis and treatment.

2. Methods

2.1 Data collection

The Surveillance, Epidemiology, and End Results (SEER) program, an authoritative cancer database in the United States, contains the disease information of millions of patients with malignant tumors, providing real-time material and evidence support for clinical research [15]. The SEER database has been studied extensively in recent years using statistical and machine learning methods for BC research.

In this study, the data records of BC patients from the SEER database between 2010 and 2015 were selected and divided into groups. First, the records of multiple primary (the second primary site may be in the contralateral breast or other organs) patients were screened as a case group. Then, the records of patients with only one BC were screened as a control group based on the attribute Sequence
We used 19 fields as the inputs for both groups. The categorical and continuous variables are listed in Tables 1 and 2, respectively.

2.2 Data preparation

Data preprocessing should not only satisfy the modeling requirements but also simplify the data as much as possible. First, the output variable, \textit{status}, which is a dichotomous variable, indicates whether the patients with first-episode BC had the dual primary disease. Further, “1” indicates the case group with dual primary disease, and “0” indicates the control group with only one BC.

The two groups of data screened initially for the patients were significantly unbalanced. The number of control samples was 250,165 (approximately 98.49%). When the oversampling method was adopted to add samples to the case group (3,826 accounting for 1.51%) with a control:case ratio of approximately 1:1, multiple regulations were generated in multiple copies of the same sample in the case group data, and the regulations became extremely specific. Although the training accuracy may have been higher, over-fitting occurred. Therefore, we adopted the undersampling method to extract 4000 control data, such that the control:case ratio of 1.05:1 was close to 1:1 for ensuring a balance between the two groups of data.

After sample balancing, some data were missing in the two groups. The total data points in the control and case groups were 76,000 (4,000 × 19) and 72,694 (3,826 × 19), respectively, among which the missing data points in the control and case groups were 270 (approximately 0.36%) and 345 (approximately 0.47%), respectively. To maintain the authenticity of the samples, the missing values were filled through multiple interpolations.

\textit{Surgical information} (RX Summ-Surg Prim Site) initially had 47 categories, which were excessively detailed and insufficiently representative. They were divided into dichotomous variables, with “1” indicating surgery and “0” indicating no surgery. The initial value of \textit{Age} at diagnosis ranged from 20 to 103 years. However, it can be inferred from clinical practice that patients aged 91 to 103 were unlikely to be cured and had low representation. Therefore, only sample data from ages 20 to 90 were retained.

The \textit{primary tumor size} (derived AJCC T, 7th Ed) is a categorical variable that mainly includes T0, T1, T2, T3, and T4, and its severity increases successively [1][16]. The SEER database also incorporates some major categories of items, such as T1 subdivided into T1a, T1b, T1c, T1mic, and T1NOS. To reduce the complexity of modeling analysis, we combined the sensitive variables and retained only five categories. Similarly, \textit{regional lymph-node involvement} (derived AJCC n, 7th ed) retained N0, N1, N2, and N3 after merging. The \textit{presence or absence of the distant metastasis} (derived AJCC M, 7th Ed) subterm combination preserved M0 and M1.
2.3 Construction and evaluation of the prediction model

The *sample* function was used to undersample the control data while ensuring that the data balance of control:case was approximately 1:1. The *mice* package was used for multiple interpolation. The *train_test_split* function in *sklearn* was used to create a 70%/30% balanced split of the data. Then, the 70% split of the data was used as the training set, whereas the remaining 30% split was used as the validation set. Nineteen BC attribute fields in the data collection were used as the predictive variables of the model, and the *status* attribute was used as a binary result variable. Several machine learning methodologies such as MultinomialNB, LR, KNN, 1D-CNN, RNN, LSTM, DT, and RF were adopted to construct the model, and ten-fold cross-validation was applied during model training. The accuracy, precision, recall, F1 score, and area under the curve (AUC) values were determined to evaluate the performance of the established classifier in the validation set. Finally, the best model and dual primary influencing factors of first-episode BC were selected and exported.

2.4 Machine learning models

2.4.1 Traditional regression models

MultinomialNB is mainly applicable to the probability calculation of discrete features, and *sklearn*’s multinomial model does not accept negative input values [17]. The BC data in this study were all positive and mostly categorical variables; thus, MultinomialNB was selected.

LR is a multi-variable method that establishes a functional relationship between two or more predictive variables and one outcome variable. The logistic function model of N independent variables is as follows:

$$P(Y) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n)}} = \frac{1}{1 + e^{-(b^T x)}} ,$$  (1)

where $\beta_0$, $\beta_1$, and $\beta_2$ are the regression coefficients; $x_1, x_2, \ldots, x_n$ ($n = 19$, 19 input fields in the data collection) are the predictive variables; and $P(Y)$ is the probability of dual primary occurrence (result variable: status = 1) of first-episode BC [18]. The vector $b$ was determined through LR, and it correlated each first-episode BC patient with the dual primary probability.

The KNN algorithm generally uses the majority voting method, i.e., the majority classes of $k$ neighbors of the input instance determine the class of the input instance [19][20]. The value of $k$ determines the performance of the model. The higher the $k$ value, the lower the model complexity, and the stronger the generalization ability; however, the training error increases [20]. We adopted the method of cross verification to determine the appropriate $k$ value.

2.4.2 Deep learning models

CNN is a feedforward neural network where artificial neurons can respond to a part of the
surrounding elements within the coverage area; furthermore, it exhibits suitable performance in large-scale image processing. 1D CNN refers to CNN whose kernel slides in one dimension; it can be used for sequential data processing [21].

CNN assumes that the input and output are independent, which is not true in practical applications; RNN has memory ability, and its output depends on the current input and memory, which effectively overcomes the abovementioned shortcoming of CNN [22].

LSTM is a temporal recursive neural network suitable for predicting important events with relatively long intervals and delays in the time series [23]. The main difference between LSTM and RNN is that LSTM adds a “processor” to the algorithm to judge whether the information is useful. Only the information that satisfies the algorithm authentication criteria is retained.

The above descriptions are simply basic working principles of the models, and in practical applications, the evaluation results predicted by the model shall prevail. For example, a 1D-CNN can perform parallel computation on non-time series data with fast training and a high AUC, which renders it superior to the RNN and LSTM models [21][23].

2.4.3 DT model

Each DT contains only one root node, representing a test for the highest-impact attribute (predictive variable: BC attribute with the highest impact on dual primary). Each internal node represents a test on an attribute (predictive variable: BC attributes in the order of dual primary importance); each branch represents a test output (judgment attribute size); and each leaf node represents a category (result variable: status). Data prediction and training start from the root node and proceed step-by-step. Every data point on the non-leaf node is divided into two or more child data sets according to the characteristics of the current node attributes; thereafter, it is passed on to the next level node for processing. After arriving at the leaf nodes, the division of data does not need to continue, and the data of the leaf node are the classification of the prediction [18][24].

Ten-fold cross-validation and grid searching are used to optimize the model, and the ten-fold cross-validation trains the samples into ten shares in the training models. One copy of the reservation is retained as the authentication model data, and the remaining nine samples are used for training. Cross-validation is repeated ten times, and each sample is verified once. Then, the results of the ten cycles are averaged. This prevents model over-fitting and improves the generalizability of the model [18].

Grid search presets several parameter combinations for the model, and each group of hyperparameters is evaluated through cross verification. Finally, the optimal parameter is selected to establish the model and achieve the pruning effect [25].

2.4.4 RF model
The RF algorithm uses the bootstrap method to randomly sample N new self-help sample sets and create N regression trees, which addresses the disadvantage of the over-fitting of a single DT [26][27]. RF is a robust classifier for the training and prediction of samples using multiple DTs. Each weak classifier (i.e., single DT) makes a judgment according to its state and finally votes to select the final classification result, as shown in Fig. 1. The model also uses ten-fold cross-validation and grid search to adjust the over-parameters.

2.5 Model evaluation indicators

In machine learning, the accuracy, precision, recall, F1 score, and AUC are commonly used to measure the ability of two-class classifiers to correctly classify the experimental data. The values of the first four indicators are in [0, 1]. The larger the value, the better is the model effect. The formula is as follows [24][28][29]:

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + FP + TN},
\]

\[
\text{precision} = \frac{TP}{TP + FP},
\]

\[
\text{recall} = \frac{TP}{TP + FN},
\]

\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
\]

where \(TP\) is the number of correctly predicted positive cases, \(TN\) is the number of correctly predicted negative cases, \(FP\) is the number of incorrectly predicted positive cases, and \(FN\) is the number of incorrectly predicted negative cases. The F1 score, which considers both the precision and recall of the classification model, can be regarded as a weighted average of the model precision and recall [29]. The value of the AUC is in the range of [0.5, 1]. Positive and negative samples are randomly selected, and the probability that the positive sample value is higher than the negative sample value becomes the AUC value [24]. The larger the value, the better is the classifier performance.

3. Results

3.1 Model prediction process

After data selection and transformation, the model prediction process, shown in Fig. 2, was completed.

3.2 Parameter tuning results under cross-grid technology

The ten-fold cross-validation and grid search adjusts the size of over-parameters according to the DT model indicators (i.e., accuracy, precision, recall, F1 score, and AUC). After multiple selections, the
index range of the split dataset of the DT is [entropy, Gini]; the maximum depth range of the tree is [2,3,4,5,6,7,8]; and the minimum number of split-leaf samples is [2,3,4,8,12,16,20,24]. Exhaustive searching finds the optimal parameter: {criterion: entropy, max_depth: 5, min_samples_split: 16}. Similarly, the RF algorithm splits the dataset index (criterion) using Gini; the maximum depth of each DT (max_depth) is 9; the number of DTs (n_estimators) is 17; and the minimum split sample size of leaves per tree (min_samples_split) is 18.

### 3.3 Analysis of model results

The information from 7,826 first-episode BC patients (case:control = 1.05:1) was screened in this study. The DT and RF algorithms were used to train the real-world datasets, and the importance scores of the influential dual primary attributes were obtained, as listed in Table 3. Surgical information (Surgery) and lymph-node status (RNP, RNE) considerably influence the occurrence of dual primary BC. The presence of distant metastasis (AJCCM), tumor size (tumorSize), survival time (times), histologic type (Histologic), and age at diagnosis (Age) are the characteristic expressions of the dual primary probability of first-episode BC, which has adequate reference significance for studying the dual primary probability of first-episode BC patients.

The DT model was constructed, and the combined risk-factor variables were compiled. Surgery, RNP, RNE, tumorSize, times, Histologic, and Age were used for node splitting, and multiple paths were output, as shown in Fig. 3.

The comparison results of the model are summarized in Table 4. The accuracy, precision, recall, F1 score, and AUC of the KNN model ranged from 75.85% to 76.50%, which were considerably better than those of the MultinomialNB (62.92% to 64.36%) and LR (67.57% to 69.86%) models. The MultinomialNB model assumes that the attributes are independent of each other, and the classification effect is not sufficient when the attributes are highly correlated. The limitation of the LR model is that it cannot process nonlinear and highly correlated data. Moreover, the screened BC data variables were complicated and dependent on each other; thus, the prediction effect of these models was not ideal. Although the KNN model can be used for nonlinear classification, its ability to deal with highly correlated data is limited, and the prediction result is inferior to those obtained using the other five models (LSTM, RNN, 1D-CNN, DT, and RF).

The blue shadow highlights that RF exhibited the highest accuracy (97.19%), precision (95.01%), recall (99.48%), F1 score (97.19%), and AUC (97.10%), as listed in Table 4. The gray-shaded indicator value is second only to the RF indicator value. It can be inferred that the performances of the 1D-CNN, LSTM, and DT models were adequate, although not comparable to that of RF. LSTM and 1D-CNN are deep learning models, which mainly process image data (at least three dimensions) and require a large number of datasets of different instances. However, the initial data in this study were two-dimensional
tabular data, which could be used only after raising the dimension through the `expand_dims` function, and the amount of data was limited. The DT algorithm is easy to fit a single tree. Hence, the robust classifier RF algorithm comprising multiple DTs had the best effect. The receiver operating characteristic curves of the eight machine learning algorithms are compared in Fig. 4. The RF curve is closest to the upper left corner and has the best performance.

### 3.4 External verification

To verify the portability and generalization of the RF model, we used the BC data of the SEER database from 2005 to 2009 for external verification. As HER2 information for the period before 2010 was missing, the externally validated dataset had only 18 predictive attributes. The datasets underwent preprocessing steps such as numerical replacement and missing value processing. There were 202,018 (approximately 98.53%) and 3,012 (approximately 1.47%) cases in the control and case groups, respectively. Similarly, we extracted 3000 control data using the undersampling method, which brought the control:case ratio close to 1:1, to ensure balance between the two groups of data. Then, the total amount of data was reduced to 6,012 (3000 + 3012). The `joblib.dump` function was used to save the eight models after internal validation, and the `joblib.load` function was used to locally call them back. The evaluation results of the models under external verification are listed in Table 5. The RF model was still the best as per all indicators, with the highest accuracy (97.34%), precision (96.67%), recall (97.97%), F1 score (97.32%), and AUC (97.34%). Moreover, RF was the only model whose AUC increased (0.24%) under external verification, as summarized in Supplementary Table S2. These results suitably demonstrate that the RF model exhibits adequate portability and generalization.

### 4. Discussion

In this study, we used eight machine learning methods (i.e., MultinomialNB, LR, KNN, LSTM, RNN, 1D-CNN, DT, and RF) to predict dual primary cancer in first-episode BC patients, whose data were obtained from the SEER database. The model evaluation index value was high, which can effectively assist doctors in diagnosis and treatment. With the participation of first-episode BC patients in treatment, physicians can select the prediction model with the best evaluation performance. By considering the visualized output results of the model, physicians can input the specific attribute field values of patients (experimental influence factors of dual primary disease) according to the order of their importance; furthermore, they can obtain the output results to predict whether the patient will develop a dual primary disease. However, the actual surgical treatment and follow-up plan are based on the experience of physicians and the actual condition of patients, and the results of the study can serve only as an auxiliary reference.
We adopted a combination of multiple interpolations and machine learning to process missing data and present the model data relationships. The Alma research team in the United States observed that when the missing data were continuous or categorical variables, the missing rate was low (<30%) [30]. The use of multiple interpolation methods was suggested, because such methods are simple, convenient, and easy to operate, with less influence on the analysis results. After cleaning and transformation of the data in this study, there were still some missing values, including 270 missing data (approximately 0.36%) in the control group and 345 missing data (approximately 0.47%) in the case group. To ensure the authenticity of the samples, multiple interpolation methods were used to fill the missing values. In feature engineering, multiple interpolation is used to deal with missing data, which can provide a reference for machine learning engineers.

The model evaluation in this study measured the classification ability of the machine learning methods based on the accuracy, precision, recall, F1 score, and AUC. The prediction performance of the RF model was better than those of the deep learning (1D-CNN, RNN, and LSTM) models, with the highest accuracy (97.19%), precision (95.01%), recall (99.48%), F1 score (97.19%), AUC (97.10%); the external verification also yielded the same outcome. Furthermore, our prediction results are superior to those of image processing based on contemporary deep learning methods. For instance, Mishra et al. used a deep neural network to preprocess, segment, and classify thermal images, and the prediction accuracy of the output spectrum of 680 heat map training data for BC reached 0.958, which was lower than 0.97 achieved by the RF model in this study [31]. Devi et al. applied a deep neural network to intelligent image analysis and found that deep learning could diagnose various cancers, including cervical, breast, colon, and lung, with the highest accuracy of 0.92, which was again lower than 0.97 achieved by the RF model in this study [32].

Early studies on dual primary BC were mainly focused on the summary of clinicopathological practices and genome detection [5][8]. Referring to other machine learning-based BC prediction cases [33][35], this study applied machine learning to the dual primary prediction of BC for the first time. Our method can aid doctors in the diagnosis and treatment of first-episode BC with theoretical and medical significance. Currently, the development of dual primary cancers can be predicted based on only reviews, predictive screenings, and physicians’ decisions. Physicians’ decision-making based on the TNM staging system is currently the most widely used method for evaluating the prognosis. However, it has some limitations, especially for patients with dual primary malignancies (these tend to have special biological characteristics different from those of single primary malignancy) [36]. In addition, its high workload, longer analysis time, subjective biases, and insufficient data may lead to over- or under-treatment. In contrast, when compared with the traditional methods, RF can predict quickly and accurately, and its predictive value is considered superior to those of other evaluation systems [37][38]. Considering the
good prediction performance and clinical utility of this RF model, it is expected to be routinely applied to dual primary prediction of BC patients in the future.

Although our study performed well in identifying dual primary BC, it may have some limitations. The potential correlation between BC and other cancers was not considered in the prediction of dual primary cancer; for example, the probability of dual primary cancer may be higher in first-episode BC patients with thyroid cancer (TC) [39]. This requires the identification of all possible related types of cancer under a physician's guidance by using prognostic factors to estimate their associations and to explore their commonalities and differences. Zhang et al. found that the overall risk of the occurrence of a second primary TC or BC increased in patients with BC or TC. TC and BC may have a strong association between their primary mechanisms [40]. We have observed that thyroid and BC prognosis factors may have an association. A comparative study will be conducted between patients with first-episode BC alone and patients with TC combined with first-episode BC to explore the probability and influencing factors of dual primary BC. We will also study whether TC affects the prognosis of dual primary BC patients. Additionally, to address the problem of unbalanced classification, this study adopted an undersampling method, but it could adjust the imbalance only to a limited degree [41]. Therefore, our future research will deal with the problem of unbalanced classification.

The findings of this study demonstrate that distant metastasis attributes are influential factors in the prediction of dual primary tumors in first-episode BC patients. However, the prediction of dual primary cancer and metastatic cancer is an important research issue in practical medical scenarios, and it is difficult for doctors to distinguish between the two. Doctors must formulate different treatment plans for different cancers. Liu et al. reported that adenoid cystic carcinoma in the breast rarely spreads via the lymphatic system and mainly affects the visceral organs, with the most frequent site of metastasis being the lung [42]. Therefore, our subsequent research will focus on using machine learning methods to build a model that determines whether the regenerative malignancy of first-episode BC patients is metastatic or dual primary cancer, considering the potential correlation between BC and other cancers.
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Table 1 Selected fields (categorical)

<table>
<thead>
<tr>
<th>Categorical variables name</th>
<th>Shorthand</th>
<th>Explain</th>
<th>Number of categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race recode (White, Black, Other)</td>
<td>Race</td>
<td>race</td>
<td>3</td>
</tr>
<tr>
<td>Marital status at diagnosis</td>
<td>Marital</td>
<td>Marital status</td>
<td>2</td>
</tr>
<tr>
<td>Primary Site</td>
<td>primarySite</td>
<td>Site of primary lesion</td>
<td>10</td>
</tr>
<tr>
<td>Laterality</td>
<td>Laterality</td>
<td>Unilateral/bilateral (breast cancer)</td>
<td>3</td>
</tr>
<tr>
<td>Histologic Type ICD-O-3</td>
<td>Histologic</td>
<td>Histological type</td>
<td>43</td>
</tr>
<tr>
<td>Grade</td>
<td>Grade</td>
<td>Histological grading</td>
<td>3</td>
</tr>
<tr>
<td>CS lymph nodes</td>
<td>lymphNodes</td>
<td>Lymph node points</td>
<td>31</td>
</tr>
<tr>
<td>Regional nodes positive</td>
<td>RNP</td>
<td>Region node positive</td>
<td>38</td>
</tr>
<tr>
<td>Regional nodes examined</td>
<td>RNE</td>
<td>Region node examined</td>
<td>50</td>
</tr>
<tr>
<td>Derived AJCC T, 7th ed</td>
<td>AJCCT</td>
<td>Tumor size</td>
<td>5</td>
</tr>
<tr>
<td>Derived AJCC N, 7th ed</td>
<td>AJCCN</td>
<td>Regional lymph node involvement</td>
<td>4</td>
</tr>
<tr>
<td>Derived AJCC M, 7th ed</td>
<td>AJCCM</td>
<td>presence of distant metastasis</td>
<td>2</td>
</tr>
<tr>
<td>ER Status Recode Breast Cancer</td>
<td>ER</td>
<td>Estrogen status</td>
<td>2</td>
</tr>
<tr>
<td>PR Status Recode Breast Cancer</td>
<td>PR</td>
<td>Progesterone state</td>
<td>2</td>
</tr>
<tr>
<td>Derived HER2 Recode</td>
<td>HER2</td>
<td>HER2(Human epidermal growth factor receptor) status</td>
<td>2</td>
</tr>
<tr>
<td>RX Summ--Surg Prim Site</td>
<td>Surgery</td>
<td>surgical information</td>
<td>2</td>
</tr>
<tr>
<td>Continuous variables names</td>
<td>Shorthand</td>
<td>Explain</td>
<td>Range</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------</td>
<td>-----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Age at diagnosis</td>
<td>Age</td>
<td>age at diagnosis</td>
<td>20–90</td>
</tr>
<tr>
<td>CS tumor size</td>
<td>tumorSize</td>
<td>tumor size</td>
<td>0–998</td>
</tr>
<tr>
<td>Survival months</td>
<td>times</td>
<td>survival time</td>
<td>0–83</td>
</tr>
</tbody>
</table>
Table 3. Attribute importance score table.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Decision tree (%)</th>
<th>Random forest (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td>&lt;0.001</td>
<td>0.135154</td>
</tr>
<tr>
<td>Marital</td>
<td>&lt;0.001</td>
<td>0.058861</td>
</tr>
<tr>
<td>primarySite</td>
<td>&lt;0.001</td>
<td>0.356892</td>
</tr>
<tr>
<td>Laterality</td>
<td>&lt;0.001</td>
<td>0.138930</td>
</tr>
<tr>
<td>Histologic</td>
<td>0.223084</td>
<td>0.509991</td>
</tr>
<tr>
<td>Grade</td>
<td>&lt;0.001</td>
<td>0.381362</td>
</tr>
<tr>
<td>lymphNodes</td>
<td>&lt;0.001</td>
<td>0.625182</td>
</tr>
<tr>
<td>RNP</td>
<td>8.702041</td>
<td>1.530730</td>
</tr>
<tr>
<td>RNE</td>
<td>0.555700</td>
<td>1.710177</td>
</tr>
<tr>
<td>AJCCT</td>
<td>&lt;0.001</td>
<td>0.306317</td>
</tr>
<tr>
<td>AJCCN</td>
<td>&lt;0.001</td>
<td>0.208543</td>
</tr>
<tr>
<td>AJCCM</td>
<td>1.304067</td>
<td>0.843754</td>
</tr>
<tr>
<td>ER</td>
<td>&lt;0.001</td>
<td>0.085416</td>
</tr>
<tr>
<td>PR</td>
<td>&lt;0.001</td>
<td>0.173831</td>
</tr>
<tr>
<td>HER2</td>
<td>&lt;0.001</td>
<td>0.148102</td>
</tr>
<tr>
<td>Surgery</td>
<td>88.135351</td>
<td>80.247779</td>
</tr>
<tr>
<td>Age</td>
<td>0.196668</td>
<td>2.287591</td>
</tr>
<tr>
<td>tumorSize</td>
<td>0.564057</td>
<td>0.717006</td>
</tr>
<tr>
<td>times</td>
<td>0.319027</td>
<td>9.534372</td>
</tr>
</tbody>
</table>
Table 4. Comparison of machine learning classification performance.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MultinomialNB</td>
<td>0.6325</td>
<td>0.6292</td>
<td>0.6436</td>
<td>0.6363</td>
<td>0.6325</td>
</tr>
<tr>
<td>LR</td>
<td>0.6887</td>
<td>0.6757</td>
<td>0.6986</td>
<td>0.6870</td>
<td>0.6800</td>
</tr>
<tr>
<td>KNN</td>
<td>0.7585</td>
<td>0.7650</td>
<td>0.7631</td>
<td>0.7640</td>
<td>0.7598</td>
</tr>
<tr>
<td>1D-CNN</td>
<td>0.9655</td>
<td>0.9425</td>
<td>0.9895</td>
<td>0.9654</td>
<td>0.9660</td>
</tr>
<tr>
<td>RNN</td>
<td>0.9621</td>
<td>0.9450</td>
<td>0.9801</td>
<td>0.9622</td>
<td>0.9624</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.9625</td>
<td>0.9492</td>
<td>0.9768</td>
<td>0.9628</td>
<td>0.9628</td>
</tr>
<tr>
<td>DT</td>
<td>0.9659</td>
<td>0.9465</td>
<td>0.9861</td>
<td>0.9659</td>
<td>0.9664</td>
</tr>
<tr>
<td>RF</td>
<td>0.9719</td>
<td>0.9501</td>
<td>0.9948</td>
<td>0.9719</td>
<td>0.9710</td>
</tr>
</tbody>
</table>
Table 5. Comparison of model performance under external validation.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MultinomialNB</td>
<td>0.6286</td>
<td>0.6267</td>
<td>0.6281</td>
<td>0.6274</td>
<td>0.6269</td>
</tr>
<tr>
<td>LR</td>
<td>0.6824</td>
<td>0.6778</td>
<td>0.6831</td>
<td>0.6804</td>
<td>0.6785</td>
</tr>
<tr>
<td>KNN</td>
<td>0.7539</td>
<td>0.7556</td>
<td>0.7522</td>
<td>0.7539</td>
<td>0.7532</td>
</tr>
<tr>
<td>ID-CNN</td>
<td>0.9590</td>
<td>0.9378</td>
<td>0.9791</td>
<td>0.9580</td>
<td>0.9589</td>
</tr>
<tr>
<td>RNN</td>
<td>0.9573</td>
<td>0.9544</td>
<td>0.9598</td>
<td>0.9571</td>
<td>0.9573</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.9618</td>
<td>0.9567</td>
<td>0.9563</td>
<td>0.9565</td>
<td>0.9617</td>
</tr>
<tr>
<td>DT</td>
<td>0.9645</td>
<td>0.9633</td>
<td>0.9655</td>
<td>0.9644</td>
<td>0.9645</td>
</tr>
<tr>
<td>RF</td>
<td>0.9734</td>
<td>0.9667</td>
<td>0.9797</td>
<td>0.9732</td>
<td>0.9734</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Explanation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCI</td>
<td>National Cancer Institute</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>breast cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BBC</td>
<td>bilateral breast cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBBC</td>
<td>metachronous bilateral breast cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBBC</td>
<td>simultaneous bilateral breast cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBC</td>
<td>unilateral breast cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>thyroid cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEER</td>
<td>The Surveillance, Epidemiology, and End Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>logistic regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN</td>
<td>K-nearest neighbor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BN</td>
<td>Naive Bayes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>decision tree</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>random forest</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D-CNN</td>
<td>one-dimensional convolutional neural network</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RNN</td>
<td>recurrent neural network</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>long short-term memory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUC</td>
<td>area under the receiver operating characteristic curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table S2. Internal and external validation differences.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>MultinomialNB</th>
<th>LR</th>
<th>KNN</th>
<th>1D-CNN</th>
<th>RNN</th>
<th>LSTM</th>
<th>DT</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal AUC1</td>
<td>0.6325</td>
<td>0.6889</td>
<td>0.9495</td>
<td>0.9660</td>
<td>0.9624</td>
<td>0.9628</td>
<td>0.9664</td>
<td>0.9710</td>
</tr>
<tr>
<td>External AUC2</td>
<td>0.6269</td>
<td>0.6880</td>
<td>0.9540</td>
<td>0.9589</td>
<td>0.9573</td>
<td>0.9617</td>
<td>0.9645</td>
<td>0.9734</td>
</tr>
<tr>
<td>AUC2-AUC1</td>
<td>-0.0056</td>
<td>-0.0009</td>
<td>-0.0045</td>
<td>-0.0071</td>
<td>-0.0051</td>
<td>-0.0011</td>
<td>-0.0019</td>
<td>0.0024</td>
</tr>
</tbody>
</table>
Fig. 1. Random forest structure.
Breast cancer data from the SEER database between 2010 and 2015
Filter case groups and control groups
Data preprocessing

Undersampling control group to achieve control: case=1:1 data balance
Multiple interpolation, data integration

Cross-validation and grid search
Adjust the over-parameter

[DT, RF, MultinomialNB, LR, KNN, LSTM, RNN, 1D-CNN] comparison

Evaluation: accuracy, precision, recall, F1 score, and AUC
Conclusion: key attributes influencing BC dual primary, best medical prediction

Whether model optimization is required

YES

NO

end

Fig. 2. Model prediction process.
Fig. 3. Visualization result of decision tree.
Fig. 4. ROC curve comparison of machine learning models.